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Abstract

Extraction-Transformation-Loading (ETL) processes are responsible for all the operations taking place at the warehouse. The ETL is done by specialized tools that deal with the extraction of the data from various database sources and then cleaning it and transforming it to be stored in the data warehouse. These sophisticated tools though available in the market are not developed by any standardized parameters and every organization has specific data and with this the problems associated with the ETL tools are varying according to the organization. The main objective of this paper presents an insight into the different methodologies being used for data integration along with the limitations of the ETL tools. A suggestive framework is also being presented for better efficiency of the data integration tools with the business intelligence.
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Introduction

Extraction-Transformation-Loading (ETL) tools are specialized tools that deal with data warehouse homogeneity, cleaning and loading problems. ETL (Data Integration) and Data Cleaning tools are estimated to cost at least one third of the effort and expenses in the budget of the data warehouse and this may further increase to 80% of the development time in a data warehouse project[1][2].

ETL processes are responsible for the operations taking place at the back stage of data warehouse architecture. In the first phase, the data is extracted from multiple sources called as source data stores. These can be OLTP (Online Transaction Processing, Legacy systems, data from websites, spreadsheet documents, simple text files, images and even video streaming). The second phase sees the extracted data propagated to a special purpose area in the warehouse called as Data Staging Area (DSA). It is here that the transformation, homogenization and the cleansing of the data takes place. The propagated data is strictly checked for the business rules and integrity constraints as well as the schema transformations to ensure the data fit the target data warehouse. The transformations include filtering and other checks. The final step is to load this transformed data into the central data warehouse (DW) with all its counterparts i.e. data marts and data views. Figure-1 provides a diagrammatic view of ETL process. The traditional data warehouse setting required a refreshing of the data by the ETL process during idle or low-loads and needed the operations to be completed in a fixed time-window.
However, nowadays business demands real-time data warehouse refreshing and much more attention is towards the enduring technology advancements [3]. Many organizations prefer in-house development of the ETL tools firstly because the costs of these tools is 55% of the total costs of the data warehouse runtime and secondly because of the complexity of the learning curve of these tools [4].

The data warehouse expenses are expected to cross $14 Billion whereas the projected sales of the ETL tools may not rise more than $300 million thus, it is apparent that the designing, development and deployment of the ad-hoc processes needs re-modeling, re-designing. The most important phase in this remodeling and redesigning is the design flow of data from the source relations towards the target data warehouse relations which is provided by the ETL tools. Thus, the Extraction-Transformation-Loading (ETL) tools are pieces of software responsible for the extraction of data from several sources, their cleansing, customization and insertion into a data warehouse.

Data warehousing has evolved during this decade and organizations have realized the need for a process that loads and maintains the data in the data warehouse. Initially, the organizations developed their own custom codes to perform the ETL activity (and are still developing) which is referred to as Hand-Coded ETL process, but soon realized it to be quite lengthy and hard to maintain. Soon companies started developing the ETL tools for an efficient performance.

In the next sections of the paper the Literature Review looks into the different methodologies followed for the ETL. We discuss the limitations of these methodologies in the next section and finally to conclude we provide our implications in the Conclusion and Implication section.

**Objectives of the Study**

The study aims to fulfill some objectives which are as follows:
1) The main objective of this paper presents an insight into the different methodologies being used for data integration
2) Limitations of the ETL tools.
3) A suggestive framework is also being presented for better efficiency of the data integration tools with the business intelligence.
Research Methodology

The study reviews the existing literature, survey reports, and online reports available and secondary data to summarize the various methodologies being used for the ETL in Business Intelligence. The exploration into this secondary data has initiated us to formulate a recommendation framework for efficient utility and efficiency of the ETL in Business Intelligence and Data Mining.

Review of Literature

Vassiliadis et al. [5] highlighted the key problems of the ETL tools to be complexity, usability, maintainability and price. Raman and Hellerstein[6] presented Potter’s Wheel an interactive system that cleanses the data by detecting the discrepancies in transformations. The users could see the effects instantaneously. QELT - Query-based ETL methodology was given by Rifaiehand Benharkat[7] for the extraction of data. The system used the SQL queries for the transformations between the source and the target. ETL efficiency, optimality of algorithms for the ETL and its reliability is a major area of research these days and this was well predicted by Vassiliadis et al. [8]. Henry et al. [9] studied the ETL tools comprehensively through some testing procedures but could not reach to any universal criteria for choosing the ETL tools hence concluded that organizations could use these evaluation methods to build their own ETL tool. These commercial tools could generate significant improvements if only they could be made to incorporate UML, XML and EMF modeling technology [10] [11].

The two approaches ETL and E-LT (in terms of Full Pushdown, Target Pushdown and Source Pushdown) provide no performance difference when jobs are loaded into the data warehouse[12]. The commercial ETL tools can be categorized into activities like composition, coupling and swapping [13]. Few efforts are being proposed at the logical and physical level to optimize the ETL processes and the ETL flows [14]. Akkaoui and Zimányi[15] presented a conceptual language for ETL modeling processes based on a business de-facto known as Business Process Modeling Notation (BPMN). This too does not solve the problem as the commercial tools are built on J2EE and SQL framework. ETL processes, ETL monitoring, ETL log forms the entire system from the user’s point of view and perspective [17]. Incremental loading is much more useful and efficient than full reloading provided the operational data sources does not change [18]. However, the incremental loading is not always supported by the commercial tools. This limitation is overcome through an ETL management functionality for the large ETL processes [19]. Liang et al. [20] presented the construction of data warehouse through ontology-based approach that finishes the processes semantically and the transformations are done in much more efficient manner. Reddy et al. [21] presented a GUI ETL procedure for continuous loading of data in the Active Data Warehouse. The tool prepares the procedures, functions and triggers for the mappings and transformations much efficiently and in much less time. Jian and Bihua[22] analyzed the ETL tools for its openness and development and proposed a three-layer architecture. Pei et al.[23] proposed methods which can schedule and manage the metadata through a framework supporting flexible data transformations. The commercial tools cannot directly load the XML file into the data warehouse. Guohua and Jingting[24] justified this through the analysis of the characteristics of semi-structured data. A metadata driven ETL service model has strong flexibility, extensibility and has the ability to process large scale data. The model had the advantage of designing and sharing the ETL processes processed by open-source or commercial ETL tools [25]. Bergamaschi et al. [26] gave an ETL tool that focused on data integration and analysis. The tool implemented a technique that semi-automatically defines mappings between a data warehouse schema, new data source and transformations using drill down operations. Muthukumar et al. [27] discussed the key issues related with creation, migration and harvesting Knowledge Repositories and harvesters using open source tools. Chen and Zhao [28] showed that the optimization technique would be improved through the SETL and new transformations would be generated at no extra cost. Sun et al. [29] presented the extraction, transformation and loading of heterogeneous data sources into data warehouse through SETL. SETL has been designed and implemented using PERL subroutine attribute and
data partition. SETL can implement ETL job easily and perform ETL job efficiently, and the plug-in design makes SETL with high scalability, and the design that performing one ETL job in one ETL pipeline makes SETL with distribution environment support. Malik et al. [30] discussed a set of considerations which are required for effective workflow management and addition of different components in workflow scheduling layer ETL process may become more modular and efficient. Benchmarking of ETL processes is problematic and standardization of ETL tool work flows is needed [31].

Limitations of the ETL tools

There are a variety of ETL tools available in the market suffering from a general problem of interoperatability of the API and the proprietary metadata formats. This makes the functionalities of the ETL tools difficult to combine [32]. A Meta model ARKTOS capable of modeling and executing practical ETL scenarios and capturing common tasks of data cleaning, scheduling and transformation of data [5]. The commercial and data quality tools are classified by three perspectives. These three perspectives are data quality problems, generic functionalities for extracting data from data sources and for every data quality problem identified a detail must be kept as to which ones are addresses and which ones have been left [33]. The strengths and weaknesses of the hand coded ETL process and Tool-based ETL process were studied by Zode and the factors based on which the choice can be made between the two were discussed. Each one has its pros and cons and the criteria for selecting the tool still remains a topic of research. Setting up of criteria is not an easy task and this is generally based on the classification and categorization of the operations that are specifically marked for the organizations [34]. Such classification and categorization of the ETL operations in accordance to some built-in operations of some commercial tools was done by Vassiliadis. [35]Stressed on the fact that the current generation of ETL tools provides little support for systematically capturing business requirements and translating these into optimized designs that meet the correctness and quality requirements. The next generation of BI solutions will impose even more challenging requirements (near real-time execution, integration of structured and unstructured data, and more flexible flow of data between the operational applications and analytic applications), resulting in even more complexity in integration flow design. Hence, it is important to create automated or semi-automated techniques that will help practitioners to deal with this complexity.

Conclusions and Implications of the Study

The literature review highlights the fact that the data warehousing industry needs an ETL tool that is less complex and meets the criteria set by the organization for the cleansing, transformation and loading of the data from the sources to the target destination. The organizations are practically forced to move into in-house development of these ETL tools because the price of the tool-based ETL tools is out of the reach of the small and mid-size organizations. The open-source ETL tools are too generic to serve the purpose of these organizations and tweaking them implicitly means developing the tool from the scratch. The organization hasn't got that much time and budget to go in for hit and trial methods. It has to develop a tool that too based on certain business rules, constraints and criteria. A framework is required which can serve as a benchmark for the organizations to care for these parameters while developing the ETL tool. Here we present a framework for selection and developing an ETL tool that could be much easier to use and would integrate well with the business intelligence tool used at the organization.

Framework for Selection and Development of ETL Tool

Immense research has been done to figure out the problems associated with the different techniques deployed to populate the data warehouse. The framework suggested here would serve as a benchmark for the parameters to be incorporated while selecting or developing an ETL tool.
a) GUI Support: It is important for the ETL tool to have a Graphical User Interface as it provides the user the ease of use. The options shown on the screen should not be vague and should be understandable by the user. A tool with GUI interface is the first choice among the users and integrates well with other business intelligence tools in the organization.

b) Support for Incremental Update: The organizations does not provide an idle time to carry on the backup tasks or the loading of the data from every source available. Hence, an incremental update i.e. backing up from the last updated checkpoint saves the wastage of the resources and eases up the task to a great extent.

c) Inclusion of common tasks: The tool that is being selected or developed needs to accommodate some common extraction, transformation and loading tasks even though they might not be that much used in your organization. These tasks include data extraction from multiple sources, data aggregation, cleansing of data, reorganization and sorting of data and load operations. These activities may sound basic but they are important nevertheless.

d) Inclusion of common functions: As the basic operations need to be there, similarly basic functions should not be missed out. These include calculations, accessing the data from multiple operational data, mapping the source data to the format used in the organization, filtering the data for the target databases, performing table lookups, deriving values and changing the dimension support

e) Legacy data support: The most important task here is how to keep a support for the legacy data in the ETL tool. With the years gone by the data and its format has changed drastically but it is our legacy data that would help us predict the future. The task at hand is a complex one, since the data has to conform into a format wherein our business model software would work.

f) Real-time clickstream support for data warehousing: Web is fast becoming a channel for resource. It is a medium to reach to the potential customer. Clickstream data is the data generated by the clicks of the users on the websites. They are well used to study modeling behavior and valuable customer insights. The storage of these clickstream data in the data warehouse would integrate well with the business intelligence analysis used in organization.

 g) Support for an e-Business environment: E-Business is the trend these days and integration of e-business with data warehouse at the metadata level with BI tools, ERP applications, CRM applications is a must, keeping in mind the future needs and scope.

h) Platform independence and scalability: The organization would evolve and so would be the Information Technology. The operating system used today and the applications used today would become obsolete in no time. Also, the enterprise is bound to grow hence, the independence of the ETL tool towards the platform and the scalability would only save our pocket in the future.

i) Conform to the business rules and API: The ETL tool being developed should conform to the business rules being implied in the organization. So set forth these rules in the tool there and then, negligence at the developing phase of the ETL tool poses cascading effects on the applications in the other business intelligence tools.

j) Basic functionality support: The ETL tool should not miss out on the basic functionalities. These may vary from organization to organization. These can be

- Multi-threaded processing
- Compile source code
- Concurrent processing of multiple source data streams
- Built-in transformation objects.
- Transformation objects
- Target data models
- Metadata exchange
- Support of metadata standards, including OLE DB for OLAP
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