Performance Based Comparison of AODV and OLSR Routing Protocols in MANET using FTP and HTTP Traffics

Abstract: This paper aims to compare performance of two routing protocols for Mobile Ad-Hoc networks (MANET’s). A Mobile Ad-Hoc Network (MANET) consist of number of wireless mobile nodes forming a temporary network without using any centralized access point, infrastructure. In present study, a comparison of reactive routing protocols i.e. Ad Hoc On-Demand Distance Vector Routing (AODV) and proactive routing protocols i.e. Optimized Link State Routing (OLSR) has been made on the basis of throughput, retransmission and data dropped, by increasing number of nodes in the network using FTP and HTTP traffics. We have used OPNET Simulator from Scalable Networks to perform the simulations. Two routing protocols are being analyzed using the above mentioned parameters and had been concluded that OLSR performs remarkably better than AODV on prevailing node increasing in the network.
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1. INTRODUCTION

MANET [1] stands for Mobile Ad hoc Network. It is a decentralized autonomous wireless system which consists of free nodes. Different Nodes communicate with each other without the use of predefined structure, it is a self-configuring network of mobile routers (and associated hosts) connected by wireless links the union of which forms an arbitrary topology.

In these networks nodes also work as a router that is they also route packet for other nodes. Nodes are free to move, independent of each other.

MANET is wide network so different node may communicate over the same limited bandwidth and there may be the problem of congestion and to cover such problem appropriate routing is done. Good routing can be done by different routing protocols which find out the path between two nodes. There are many type of routing protocols are shows in the figure 1.

MANET routing protocols are traditionally divided into three categories containing Proactive Routing Protocols, Reactive Routing Protocols, Hybrid Routing Protocols.

The most popular routing protocols [2] [3] in MANET are AODV (reactive) [4] [5], DSR (reactive) [6], OLSR [7] [8] (proactive) and GRP (hybrid) [9]. Reactive protocols find the routes when they are needed. Proactive protocols are table driven protocols and find routes before they need it.

In Hybrid routing protocols there is efficient framework that can simultaneously draw on the strengths of proactive and reactive routing protocols. Proactive Routing protocol, a node is immediately able to route (or drop) a packet. Proactive protocols include the Optimized Link State Routing Protocol OLSR. Reactive Routing protocols are characterized by node acquire and maintain routes on demand. i.e., a route to a destination is not acquired by anode until packet is not received by a destination node. Reactive protocols include Ad-Hoc on Demand Distance Vector Routing Protocol (AODV) [10]. In this paper, we focus on two MANET routing protocols AODV and OLSR.

There are three parameters to evaluate the performance of these routing protocols: Throughput, Data Dropped, and Retransmission.

The rest of this paper is organized as follows. In second section we briefly describe the routing protocols that we evaluate. In third Section presents the Simulation environment used for evaluation of the said protocols. In fourth Section we present our simulation results and observations. Finally, in fifth section concludes the paper.

A. Ad-hoc on demand distance vector (AODV)

AODV [11] is based upon on-demand routing protocol. Its provides on-demand route discovery in MANET. When the nodes need to send data to the destination and the source node doesn’t have routing information in its routing table, route discovery process begins to find the routes from source to destination. Route discovery begins with broadcasting a route request (RREQ) [12] packet by the source node to its neighbours. RREQ packet comprises broadcast ID, two sequence numbers, and the addresses of source and destination and hop count. The intermediate nodes on receiving the RREQ packet can do two steps: If it isn’t the destination node then it’ll rebroadcast the RREQ packet to its neighbours. Otherwise it’ll be the destination.
node and then it will send a unicast replay message, route replay (RREP), directly to the source from which it was received the RREQ packet. A copied RREQ will be ignored. Each node in a network has a sequence number. When a node wants to initiate route discovery process, it include the sequence number of the node and the most fresh sequence number it has for destination. The intermediate node that receive the RREQ packet, replay to the RREQ packet only when the sequence number of its path is larger than or identical to the sequence number comprised in the RREQ packet. A reverse path from the intermediate node to the source is formed by storing the node’s address from which initial copy of RREQ. The most important feature of AODV is the maintenance oftimer based states in each node regarding utilization of individual routing table entries. A routing table entry is expired if not used recently.

B. Optimized Link State Routing Protocol (OLSR)

The OLSR [13] is a table driven protocol. It usually stores and updates its routes and whenever a route is needed by a node, it immediately present the route without any initial delay. In OLSR, some candidate nodes called multipoint relays (MPRs), Multipoint Relay (MPR) nodes broadcast route packets. The neighbor of source node can be selected by these MPR nodes. Every node in the network keeps a list of MPR nodes. Multi-Point Relays (MPR) [14] are used to avoid unnecessary broadcast of packet retransmissions, moreover only partial link state is flooded to provide the shortest path route. The major differences in OLSR and traditional link state routing protocols is the way of propagating of routing information, the first is the different link update sizes for the involved nodes because it has the list of multipoint relay nodes, secondly only the multipoint relay nodes forward the updates about the link state that are issued by a specific node. By design it works in a completely distributed manner and does not require delivering messages in sequence. The idea of multipoint relays is to minimize the overhead of flooding message in the network by reducing redundant retransmission in the same region. In Multi Point Relay a one hop neighbor select a node to re-transmit all the broadcast messages that it receive from other node, provided that the message is not a duplicate, and that the time to live field of the message is greater than one. In OLSR protocol, Multi Point Relays use HELLO message to find its one hop neighbor and its two hop neighbors through their response. Each node has a Multi Point Relay selection set which acts as a MPR. Message is forward after the node gets new broadcast message and message sender’s interface address in the MPR Selector Set. The Selector Set of MPR is updated continuously using HELLO message which are periodic because neighbor nodes is called of dynamic nature of MANET.

C. (Temporally Ordered Routing Algorithm) TORA

TORA is used to establish scaled routes between the source and the destination using the Directed Acyclic Graph (DAG). This algorithm does not use ‘shortest path’ theory, it is considered secondary. TORA builds optimized routes using four messages. Its starts with a Query message followed by an Update message then clear message and finally Optimizations message. This operation is performed by each node to send various parameters between the source and destination node. The parameters include time to break the link (t), the originator id (oid), Reflection indication bit (r), frequency sequence (d) and the nodes id (i). The first three parameters are called the reference level and last two are offset for the respective reference level. Links built in TORA are referred to as ‘heights’, and the flow is from high to low. At the beginning, the height of all the nodes is set to NULL i.e. (-,-,-,-,-) and height of the destination is set to (0,0,0,0,dest). The heights of the nodes are adjusted whenever there is a change in the topology of the network. A node that needs a route to a destination sends a query message with its route required flag. A query packet has a node id of the intended destination. When a query packet reaches a node with information about the destination node, a response is sent on the reverse path which is known as an Update. The update message from a node sets the height value of the neighboring nodes to the node sending the update. It also contains a destination field that shows the intended destination.

3. Simulation Environment

We carried out simulations on Opnet [15] [16] simulator. The simulation parameters are summarized in table 1. Modeler is commercial network simulation environment for network modeling and simulation. It allows the users to design and study various communication networks, different devices, various protocols, and applications with flexibility and scalability. It simulates the network graphically and its graphical editors mirror the structure of actual networks and network components.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulator</td>
<td>OPNET 14.5</td>
</tr>
<tr>
<td>Routing Protocols</td>
<td>AODV, OLSR and GRP</td>
</tr>
<tr>
<td>802.11 data rate</td>
<td>11 Mbps</td>
</tr>
<tr>
<td>Node</td>
<td>75</td>
</tr>
<tr>
<td>Scenario Size</td>
<td>3.5*3.5 km</td>
</tr>
<tr>
<td>Application Traffic</td>
<td>FTP and HTTP</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>300 second</td>
</tr>
<tr>
<td>Channel Type</td>
<td>Wireless channel</td>
</tr>
<tr>
<td>Performance Parameter</td>
<td>Throughput, Delay, Network Load, Traffic Sent, Traffic Received</td>
</tr>
</tbody>
</table>

Figure 2. Shows a sample network created with 25 Nodes, one static FTP server, application configuration and profile configuration for the network in which FTP has been chosen.
as an application. Figure 2 depicts a network with 25 fixed nodes whose behavior has to be analyzed nodes in the network with respect to time to determine the effecting features of each protocol.

![Network created with 25 nodes](image)

**Figure 2. Network created with 25 nodes**

OPNET modeler 14.5 is used to investigate the performance of routing protocols AODV and OLSR with varying network sizes, data rates, and network load. We evaluate three parameters in our study on overall network performance. These different types of parameter show the different nature of these Protocols, the parameters are throughput, data dropped and retransmission.

A. Throughput

Throughput is defined as; the ratio of the total data reaches a receiver from the sender. The time it takes by the receiver to receive the last message is called as throughput. Throughput is expressed as bytes or bits per sec (byte/sec or bit/sec).

B. Data Dropped

The total size of higher layer data packet (in bits/sec) dropped all the wlan MAC in the network due to

a. Full higher layer data buffer, or
b. The size of the higher layer packet, which is greater than the maximum allowed data size defined in IEEE802.11 standard.

C. Retransmission

The number of retransmission defines as the number of data packet transmitted divided by the number of data delivered. The number of data packet transmitted takes in to consideration each data packet transmission for each node. It include packet that are leave and retransmitted by intermediary node.

### 4. Simulation Result and Observations

We carried out simulations on Opnet simulator 14.5. The results show differences in performance between considered routing protocols, which are the consequence of various mechanisms on which protocols are based. We carried out our simulations with 75 and 150 nodes.

Figures 3,4,5,6,7 and 8 depicts the throughput, delay and network load of this network with respect to total simulation time which is taken as 5 minutes for which the simulation was run.

In this simulation, the networks is set to 75 and 150 nodes, the traffic is FPT and HTTP mode, the data transmission rate is 11 Mbps and the simulation time is 5 minutes.

**A. Throughput**

In this fig. show that throughput in AODV is the higher than OLSR we have the minimum throughput Fig.3 it is shows that the network throughput of AODV and OLSR becomes low with the increase of the node number. The reason is that the increase of the node number will lead to the reducing of data packets’ receiving in the network due to collision and delay in the network, hence that the network throughput is low.

![Throughput comparison in routing protocols with 75 nodes](image)

**Figure 3. Throughput comparison in routing protocols with 75 nodes**
B. Data Dropped

According to Figure 5, 6 AODV data dropped [7] is highest, OLSR data dropped is low after end of simulation time.

C. Retransmission

According to Figure 7, 8 AODV retransmission attempt is highest, OLSR retransmission attempt is low after end of simulation time.
5. CONCLUSION
In this paper, the simulation study of this work has been done for two routing protocols AODV and OLSR deployed over MANET using FTP traffic analyzing their behavior with respect to throughput, data dropped and retransmission. Motive of doing this simulation was to check the performance of these two routing protocols in MANET in normal operating conditions as well as on the occurrence of node failure on the basis of the above mentioned parameters, as the selection of efficient and reliable protocol is a critical issue. Whereas in terms of network load DSR and AODV are better. The throughput of AODV is better as compared to OLSR and AODV as well as in conditions of node failure. Data dropped and Retransmission of OLSR is low because this is proactive nature of OLSR because of which it continuously tries to find routes to all possible destinations in the network. Hence it has the advantage of having routes immediately available whenever they are required and same strategy is followed in case of node failure. This is the reason for its outstanding performance. At the end we came to the point from our simulation and analytical study that the performance of routing protocols vary with network and selection of accurate routing protocols according to the network, ultimately influence the efficiency of that network in magnificent way.
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Figure 8. Retransmission comparison in routing protocols with 150 nodes.