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Abstract –

The quality of students and their academic achievement is critical to national development and hence the need to be able to predict their performance in order to forestall future failures. As such predictive modelling has drawn significant attention from the research community as it plays a significant role in determining the worth of graduates who will be responsible for economic and social growth of the country. Whereas most previous studies employed the use of data that are not purely academic, using purely students’ academic performance data from 2004 to 2014, this study employs educational data mining technique to describe the impact of the combination of high school grades and final course combination on the graduating class of students at the University of Ghana, Legon. The results obtained showed that high school grades and final course combination at the University are less likely to affect the graduating class of a student.
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I. Introduction

One important reason for educating individuals is to create an enabling environment for them to transform their lives and provide the manpower needs that drives the growth of every country. For this reason, the quality of students and their academic achievement has become critical and drawn much attention from the research community as it plays a significant role in determining the worth of graduates who will be responsible for economic and social growth of the country.

Studies conducted on the academic performance of students in relation to their programme orientation in Ghana showed that, socio-economic and psychological issues are the most predominant factors that impacts on academic performance [1][2][3]. It has also been identified that, course selection is another factor that influences the performance of students [4]. Pitchforth et. al [5] suggested that, factors that were mostly considered to directly influence timely completion were mainly personal, the research environment, the research project, and incoming skills.

Being able to predict the outcome of the academic performance of a student is very critical in every educational system. Management, lecturers, students and other stakeholders in education have always taken keen interest in the successful completion of students and their academic performance. Recently, there has been a heightened interest in tracking learning due to the emphasis on accountability in educational setting and the scarce national resources. A failure of a student in a course would increase the number of credit hours a student takes in a semester, consequently affecting the graduating class of such student and the time of certification [1].

Data mining techniques can be used to assist managers of education to extract interesting information and trends from academic records [6]. Data mining is the analysis of (often large) observational data sets to find unsuspected relationships and to summarize the data in novel ways that are both understandable and useful to the data owner [7][8][9]. Application of data mining techniques such as Classification Analysis, Decision Trees, Anomaly or Outlier Detection, Clustering Analysis and Regression Analysis on educational data can help improve some aspects of educational quality. For instance, knowledge discovered from the usage these techniques can be used in predicting the enrolment of students in a particular course, detection of unfair means used in online examination, detection of abnormal values in the result sheets of students, prediction about students’ performance and assist educators to monitor their students achievements [10][11].

This study examines the effect of senior high school grades and the final course combination at the tertiary level, on the final graduating class of students. This is done by applying One-Versus-All (OVA) logistic regression data mining technique on the dataset which is
composed of high school grades, course combination studied and student graduating class over the period of 2004 to 2014 obtained from the University of Ghana, Legon.

The rest of this study is organised as follows. Section II reviews the theoretical foundations underpinning the current study. Section III focuses on the methodology used to carry out the research. Section IV presents the results and discussions, and Section V presents the conclusion of the study and recommendations for future work.

II. Related Work

The application of data mining techniques in educational settings has received a lot of attention from researchers in recent years [12][13][14]. Data mining typically identifies valid novel, potentially useful and understandable correlations and patterns that exist in data [15]. The most common task of data mining usually involves: description, estimation, prediction, classification, clustering and association [9][16][17].

In an educational study, McNamara [10] used descriptive data mining technique to determine the demographic attributes, qualification on entry, aptitude test scores, performance in first year courses, and their overall performance on the program. The study had implications on the School’s admission policy which helped in the identification of an optimal set of admission indicators, which have the potential of predicting students’ performance.

Among Predictive models, Classification has been used predominantly of all data mining approaches. In classification, the learning process is mostly supervised, and the acquired model is then used to assign new data to one of a set of well-defined classes [8][18][19].

Kovačić [17] used estimation to predict successful and unsuccessful students in a distance education by exploring the socio-demographic variables. The empirical results show that the most important factors separating successful from unsuccessful students are: ethnicity, course programme and course block. Similarly, this study aims to extrapolate a student academic performance, but unlike Kovačić [17], the variables used are purely academic.

The emergence of educational data mining has been phenomenal. Many educational researchers have described a number of ways in which data has supported decision making. Thorn [20] explored the application of Knowledge Management (KM) techniques to educational information systems—particularly in support of systemic reform efforts. He discovered that schools present difficult technical problems due to the variety of data needs and usage at schools.

Barneveld [21], showed that Data Mining can be used to identify the root problems of education and track progress of the student by showing a number of complexities in data collected at the school.

In [22], Wayman and Stringfield studied the efforts of three schools to include their entire faculties in the assessment of students’ data. Results showed the importance of administrative
support in fostering improved teaching performance and better knowledge of students’ needs. Baradwaj and Pal [23], conducted a study on the analysis of student performance by selecting 50 students of Master of Computer Application from session 2007 to 2010. By means of classification, it was shown that extracting students' performance at the end of semester examination assisted in identifying the dropouts and students who need special attention.

Baker [8] in his study on data mining for education enumerated several merits of Educational Data Mining EDM to education. One key area of application is in improving student models to offer complete information about a student’s features, such as knowledge, metacognition, motivation, and attitudes.

Prabha and Shanavas [14] discussed the application of EDM in making prediction based on increasing visibility into student actions using an experiment conducted on 6th grade student log from MathsTutor for mensuration. The outcome provided the teacher with a means of identifying the knowledge level of a student and grouping students for assistance. Sundar [24] applied Bayesian Network Classifiers for predicting student’s academic performance and generates a model which helps in early identification of dropouts and allow the teacher to provide appropriate counselling to students who need special attention.

Kardan et al. [25] examined the various elements that influence student course selection using neural networks in the context of e-learning and applying the obtained function to predict the final number registrations in every course after the drop and add period. Findings unveiled high prediction correctness proposed model performed better than three regression and naive approaches used in machine learning significantly. In addition, Guo [27] investigated and predicted student course satisfaction using neural networks. Student survey results collected from 43 courses in 11 semesters from 2002 to 2007, showed that the high distinction rate and number of students enrolled to a course in final grading are the two most significant factors to student course satisfaction.

A case study conducted by Mashael & Muna [26] used decision trees to predict student final GPA. The study showed that students will graduate with an excellent GPA depending on the grades obtained in mandatory courses. The study extracted useful knowledge for final GPA, and identify the most important courses in the students’ study plan based on their grades in the mandatory courses.

Richardson and Woodley [4] investigated predictors of attainment in students awarded first degrees by institutions of higher education in the UK in 1995–96. Results showed that, those aged under 21 or between 26 and 50 at graduation were more likely to obtain first-class honours or second-class upper honours, but the pattern of age-related variation was different across different subjects of study. Overall, women were more likely to obtain good degrees than men with substantial difference in the ratio of good degrees in different subjects.

In a study conducted in a Canadian University using logistic regression analysis, Pyke [27]
predicted the retention of 477 master’s and 124 doctorial students. Results from the study show the model was spot on as it increased the chances of students graduating with a degree and doctorate.

A study conducted by Rifkin and Klautau [28] in defence of OVA compared it to other schemes and showed that there is no compelling evidence that either single-machine approach or correcting coding outperform OVA when the underlying binary classifiers are well trained.

Karsmakers et al. [29] presented an algorithm to compute a multi-class kernel logistic regression model scalable to large data sets. Their result revealed that the performance was a straight forward probabilistic outcomes compared to support vector machine.

In another instance, [23] analyzed students’ performance data using ID3 classification algorithm to predict students’ marks in master of computer applications course from 2007 to 2010 in VBS Purvanchal University, Jaunpur. Their study extracted set of rules that sought to help students and tutors find ways to improve students’ performance. Similarly, the authors in [18] used a classification model to predict the study track for 248 students from basic six schools in Mafraq city in Jordan. The decision tree reached an overall accuracy of 87%.

Nandeshwar and Chaudhari [30] compared the performance of various classifiers using educational data mining to predict students’ enrollment using admissions data. Their work built various classification learners’ models to compare the result of the different learners and identified that the rules from J48 with Fayyad-Iranis’s discretizer, RiDor and nbins discretizer was to be the best. However, there was no substantial change found between the two datasets by any of the learners, by means of t-test with 95% confidence.

Most of the previous studies reviewed used demographic and students’ physical attribute variables. Others used a combination of academic data and demographic and/or students’ physical attributes. Also, some of these reviewed studies employed the use of purely statistical data analysis, neural networks, logistic regression and Bayesian network classifiers. Unlike these studies, our focused is entirely on purely academic variables. Moreover, this study aims at using OVA technique to build a classifier model which will be used to assess the level of impact on students’ final graduating class based on their high school grades and their course combinations of study in their final year. The variables we used were solely academic characteristics.

III. Methodology

Data on students’ high school grades and final year course combination at the university relevant to this study was obtained from the registry of University of Ghana, Legon. The data made up of 15,909 students record formed the basis of this study. We used OVA logistic regression to study the relationship between the graduating class status of a student and the high school grades obtained together with the course combination offered at
the University.

The basic idea behind OVA is that, a classification algorithm trains a logistic regression classifier $h_o^{(i)}(x)$ for each class $i$ to predict the probability that $y = i$. A new input $x$, to make prediction picks the class $i$ that maximizes $\max_i h_o^{(i)}(x)$

The graduating class was categorized from 1 to 5 representing First Class, Second Class Upper, Second Class Lower, Third Class and Pass.

The modelling framework of this research was based on data mining process models CRISP-DM standard. Figure 1 shows the modelling framework, where $f$ is the OVA logistic regression function.

![Figure 1. Model Framework](image)

We considered the following mathematical function on which the OVA Logistic Regression is based.

The normalized values were calculated using the following function.

$$X^i_j = \frac{X^i_j - \mu_j}{s^i_j} \quad (1)$$

Where $i$ = record row number $j$ = feature

$$X^i_j = j^{th} \text{ feature for the } i^{th} \text{ record}$$

$$\mu_j = \bar{\mu}_j = \frac{(X^1_j + X^2_j + X^3_j + \ldots + X^n_j)}{n}$$

i.e. Average for the $j^{th}$ column

and $n$ is the total number of records.

The Records positions in the dataset were randomly shuffled and divided into three sets: training set, cross-validation, and the test set in the ratio of 70%, 15% and 15% respectively. This was implemented with a Matlab script.

We use equation (2) a function for fitting the parameters theta.

$$j(\theta) = \frac{1}{m} \sum_{i=1}^{m} -y^{(i)} \log(h_\theta(x^{(i)}) - 1(1 - y^{(i)})\log(1 - h_\theta(x^{(i)}))) + \frac{\lambda}{2m} \sum_{j=1}^{n} \theta_j^2 \quad (2)$$

where $m$ = total number of training records,

$\lambda$ = The regularization parameter

$y^i = i^{th}$ record target variables
We presented the hypothesis using the sigmoid function in equation (3)

\[ h_\theta(z) = \frac{1}{1+e^{-z}} \text{ where } z = -\theta^T X^{(i)} \text{ and } x^{(i)} = i^{th} \text{ record} \]

In order to prevent overfitting, the cost function was regularized to give the equation (4)

\[ J(\theta) = \frac{1}{m} \sum_{i=1}^{m} \left[y^{(i)} \left(h(x^{(i)}) + (1 - y^{(i)}) \left(1 - h_\theta(x^{(i)})\right) \right) \right] + \lambda \sum_{j=1}^{n} \theta_j^2 \]  

where \( n = \text{the number of features} \) and \( \lambda = \text{the regularization parameter} \).

Weights were then acquired for each training cycle and the associated prediction accuracies on the training set and the cross validation sets were recorded to obtain the right polynomial degree to map features. Each training cycle consisted of two thousand iterations. The range of polynomial degree used was 1 to 15. This is illustrated in figure 2.

---

**Figure 2:** Flow chart showing how the right polynomial degree was selected
Table 1 shows sample of records during the selection of the right polynomial degree.

<table>
<thead>
<tr>
<th></th>
<th>Training</th>
<th>CV</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.477946</td>
<td>0.471014</td>
<td>0.481411</td>
</tr>
<tr>
<td>2</td>
<td>0.49811</td>
<td>0.478576</td>
<td>0.483932</td>
</tr>
<tr>
<td>3</td>
<td>0.503466</td>
<td>0.486137</td>
<td>0.485507</td>
</tr>
<tr>
<td>4</td>
<td>0.503361</td>
<td>0.480781</td>
<td>0.485822</td>
</tr>
<tr>
<td>5</td>
<td>0.501155</td>
<td>0.480151</td>
<td>0.486137</td>
</tr>
<tr>
<td>6</td>
<td>0.506196</td>
<td>0.485192</td>
<td>0.490548</td>
</tr>
</tbody>
</table>

**Table 1: Selection of the right polynomial degree**

To select the right lambda for the hypothesis, weights for predicted accuracies were varied from 0.01 to 1 at an interval of 0.01 and the associated prediction accuracies were recorded. Each training cycle consisted of two thousand iterations. This is illustrated using the flow chart in figure 3.

**Figure 3: Flow chart showing how the right polynomial degree was selected**

IV. Results and Discussion

**Results from model selection**

The performance recorded on the training set and the cross validation set ranged from 47.80% to 50.60% and 47.10% to 48.60% respectively. For the training set, the highest accuracy was recorded with a polynomial degree of 6 and a polynomial degree of 1 for the lowest. The cross
validation set however recorded its highest accuracy with a polynomial degree of 3 with 49.05% and that of the lowest at 47.10% at a degree of degree 1 as shown in figure 4.

The highest prediction accuracy on the training set and cross validation set recorded were 49.90% and 47.95% with the same lambda at 0.19. The minimum prediction accuracy for the training set and cross validation set were 49.36% at 0.47 and 47.39 at 0.12. This is illustrated in figure 5.

![Figure 4: Chart showing the Prediction Accuracy of the Degree of Hypothesis.](image)

![Figure 5: Prediction accuracies associated with regularization parameter.](image)

**Results from Hypothesis testing**

The learning rate for the training set of OVA showed an easy fit for the hypothesis initially with few errors. As the training set size grew the error on the training set increased from 0 and rapidly rose to 0.48 within a training set size of 682 and then maintained a steady increase with a very slow pace, this is typical, because as the training size grows it becomes more difficult for the hypothesis to completely the fit the data points. Conversely, the error on the cross validation set rose up from 0.54 to 0.68 within a set size of 28 initially and decreased rapidly from 0.68 to 0.52 at a set size of 1,253 and then decrease further at a slower pace, this is also typical, because...
increased training set allows the hypothesis to generalize well on unseen data. This is illustrated in figure 6.

![Learning Rate OVA Logistic Regression Model.](image)

**Table 1. Confusion Matrix for our Experiment**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>53.95</td>
<td>46.05</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.00</td>
<td><strong>41.82</strong></td>
<td>58.18</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>0.00</td>
<td>22.40</td>
<td><strong>77.60</strong></td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
<td>8.10</td>
<td>91.90</td>
<td><strong>0.00</strong></td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>0.00</td>
<td>45.00</td>
<td>55.00</td>
<td>0.00</td>
<td><strong>0.00</strong></td>
</tr>
</tbody>
</table>

Table 1 shows the classification results in OVA model. The confusion matrix reports correctly classified and misclassified classes for the various graduating classes. The highest values that were correctly classified is 77.68% for second class lower division with the second class upper recording 41.82% for correct classification.

V. Conclusion and Future Work

Extrapolating students’ possible performance based on the high school final grades and choice of course combination in the tertiary level is very essential in helping students’ choose the appropriate course combinations and educators to enhance teaching and learning process. In this paper, multi-class classification technique is applied on a dataset of 15,872 students to assess the impact of high school grades and university course combination on a student’s
graduating class. OVA logistic regression model was developed based on some selected inputs from students' high school grades and the final year course combination at the university. The model best performance revealed that there is no significant impact of students’ high school grades and final year course combination on the graduating class of students. This in essence can largely be associated to the nature of the data and not the developed model, since the learning curve in figure 6 illustrates that the model exhibits an impressive learning capability and also, on a close observation of the data acquired, some students performed extremely well in their Senior High School scores but had a very poor graduating class at the university, and vice versa.

Future work will focus on a comparative analysis with other data mining techniques on the same dataset to assess, compare and contrast their outcomes.
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