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ABSTRACT 

The recent rise of QoS-aware group applications over the Internet has accelerated the need 

for scalable and efficient multicast support within the communication system on the basis of 

hierarchical layers. In this article we present a multicast “life cycle” model that identifies a 

variety of issues involved in a typical multicast session. During the life cycle of a multicast 

session, three important events can occur: group dynamics, network dynamics and traffic 

dynamics. The first two features are concerned with maintaining a good quality (e.g., cost) 

multicast tree taking into account member join/leave and changes in the network topology 

due to node failure. The third aspect is concerned with flow control, congestion control, and 

error control. The Internet currently offers a best effort service. In this article we present 

QoS support for multicast communication on the Internet. In this article we examine various 

issues and solutions for managing group dynamics and failure handling in QoS multicasting, 

and outline several future research directions. 
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multicast distribution tree, spanning the source and all the receivers, and reserving resources 

on the tree. Multicast route determination is traditionally formulated as a problem related to 

tree construction.   

2.3.  Data Transmission 

Once the above two phases have been completed successfully, data transmission can begin. 

During data transmission, the following types of runtime events can occur. 

2.3.1.  Membership dynamics 

Since group membership can be dynamic, the network must be able to track current 

membership during a session’s life time. Tracking is needed both to start forwarding data to 

new group members and to stop the wasteful transmission of packets to members that have 

left the group, in fig.2 tracking of membership dynamics may be done in either a flooding, 

centralized, or distributed scheme [3]. 

2.3.2. Network dynamics 

During the lifetime of a multicast session, if any node or link supporting the multicast session 

fails, service will be disrupted. This requires mechanisms to detect node and link failures, and 

reconfigure the multicast tree around the faulty nodes (showed as failure handling in figure 

2).  

2.4.     Group Teardown  

 At some point in time, when the session’s lifetime has elapsed, the source will initiate the 

session teardown procedures. This involves releasing the resources reserved for the session 

along all of the links of the multicast tree and purging all session specific routing table 

entries. Finally, the multicast address is released and group teardown is complete in figure 3. 

 

Figure 3 Issues in Multicast group dynamics 

3 COMMUNICATION SYSTEM ON THE BASIS OF 

HIERARCHICAL LAYERS   
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The QoS of the multicast tree (receiver-perceived QoS) is not solely affected by the multicast 

routing protocol. Rather, the QoS of the multicast tree is a function of group dynamics, which 

includes the following issues: 

5.1.  QOS aware routing 

A multicast tree is incrementally constructed as members join and leave a group. When an 

existing member leaves the group, it sends a control message up the tree to prune the branch 

that no longer has active members. When a new member joins the group, the tree must be 

extended to cover it. The dynamic QoS multicast routing problem can be informally stated as 

given a new member Mnew, find a path from Mnew to an on-tree node that satisfies the QoS 

requirements of Mnew.  

5.2.  Tree rearrangement 

In a dynamic multicast session, it is significant to ensure that member join/leave will not 

disrupt   going on multicast session, and the multicast tree after member join/leave will still 

remain near optimal and gratify the QoS requirements of all on tree receivers.  

5.3.  Core and tree migration 

Another worth of tree maintenance is in core-based multicasting, where core selection is a 

vital problem because the location of the core influences the tree cost and delay. The quality 

of the tree based on the current core may get worse over time due to dynamic join and leave 

of members. 

6. CONCLUSION 

In this paper we first outline the different issues in multicast communication through tracing 

the life cycle of a multicast session. Then we spotlight on two key issues: managing group 

dynamics and failure recovery. These issues have a profound impact on QoS multicast 

routing and the QoS veteran by the end user.  
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