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ABSTRACT 

Heart disease is considered to be the most dangerous non-communicable disease globally, 

responsible for a staggering number of deaths every year. According to recent statistics, 

approximately 17.9 million people die annually due to heart-related illnesses. Cardiovascular 

disease (CVD) is the umbrella term used to describe various heart conditions, and timely 

diagnosis and treatment are crucial for effective management and prevention of serious 

complications. Currently, there are two primary methods of diagnosing CVD: invasive and non-

invasive. Invasive methods, such as coronary angiography, are complex, expensive, and often 

associated with discomfort and complications. On the other hand, non-invasive methods generate 

significant amounts of data, which can be categorized into three types: clinical parameters, heart 

signals, and heart images. Machine learning (ML) has emerged as a promising tool for 

diagnosing heart disease using non-invasive methods. ML frameworks can be developed based 

on these data categories, and involve a range of techniques such as feature selection, 

classification, pre-processing, segmentation, and feature extraction. These frameworks aim to 

automate the diagnosis process and improve the accuracy and efficiency of CVD diagnosis. 

Support Vector Machines (SVM) and Artificial Neural Networks (ANN) are the most prevalent 

ML methods in all frameworks. However, recent advancements in deep neural networks have 

shown promising results in classifying heart sound signals and cardiovascular images. The 

present study provides a comprehensive review of recent and prevalent ML methodologies in all 

frameworks, offering new researchers in the domain of machine learning a set of guidelines and avenues 

to automate the diagnosis process of heart disease. By leveraging these cutting-edge technologies, we can 

improve the accuracy, speed, and efficiency of CVD diagnosis, leading to better outcomes for patients. 
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1. INTRODUCTION 

Communicable diseases such as COVID-19 and swine flu are known for their fast spread, but 

they typically have low mortality rates compared to non-communicable diseases, including 

diabetes, heart disease, liver cancer, and breast cancer. In recent years, machine learning 

researchers have focused on medical data mining, covering a wide range of diseases, including 

breast cancer, heart disease, diabetes, Parkinson's disease, hepatitis, liver disorders, lung cancer, 

pancreatic cancer, leukemia, and brain tumors. 

Among these diseases, heart disease is considered the most dangerous and unpredictable, with 

the highest mortality rate among all non-communicable ailments. In 2015, more than 17.7 

million people died due to different heart diseases. According to recent statistics, approximately 

17.9 million people die every year worldwide due to heart problems, which equates to around 

49,000 people per day. Death rates due to heart disease are even higher in underdeveloped and 

developing nations due to the costly diagnosis process. 

Heart ailments come in different forms, including congenital heart disease, left-sided heart 

failure, right-sided heart failure, ischemic heart disease, myocardial infarction, arrhythmias, 

systemic and pulmonary hypertensive heart disease, valvular heart disease, infective endocarditis 

and non-infective vegetation, cardiomyopathies and myocarditis, pericardial disease, and 

pericardial tumors. Congenital heart disease, usually found in newborn babies, has a low 

mortality rate, and its diagnosis is typically less addressed by machine learning researchers. 

On the other hand, machine learning-based diagnosis of cardiovascular diseases (CVDs) such as 

ischemic heart disease, arrhythmia, and valvular heart disease has been widely studied due to the 

life-threatening nature of these heart ailments. The vast literature of machine learning-based 

diagnosis of these diseases lies in the fact that they pose significant risks to human health. 

Heart disease is a severe and widespread problem, and coronary artery disease (CAD) is one of 

its most common and deadly forms. CAD is caused by the build-up of atherosclerotic plaque in 

the arteries that supply blood to the heart. This plaque build-up can lead to a heart attack, or 

myocardial infarction (MI), which can be fatal. Therefore, it is crucial to detect the early 
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formation of atherosclerotic plaque by measuring relevant clinical parameters and taking steps to 

prevent its formation through appropriate medical interventions. 

Diagnosis of heart disease can be carried out using either invasive or non-invasive methods. 

While coronary angiography (CA) is considered the gold standard for diagnosing heart disease, it 

is a highly complex, expensive, and risky procedure that requires the expertise of trained medical 

professionals. Invasive procedures like CA carry the risk of complications such as dissection of 

the artery, arrhythmia, kidney problems, paralysis, and even death. Moreover, continuous 

imaging and screening are required in CA, which results in high operational costs. This high cost 

of diagnosis is often not feasible, especially in underdeveloped and developing countries, and 

hence, the acceptability of invasive methods is not universal, and many patients in such countries 

often avoid it. 

Machine learning has emerged as a promising tool for the early detection of heart disease. 

Automated detection of CVDs is an important application area of machine learning, as early 

detection of heart disease can save many lives. Machine learning-based models for diagnosis are 

usually termed as clinical decision support systems (CDSS), which can benefit not only heart 

patients but also physicians and governments. By using machine learning-based CDSS, 

physicians can make more accurate and timely diagnoses, while governments can better allocate 

resources to combat heart disease. This work aims to promote the use of CDSS to support 

clinical decision-making in heart disease diagnosis and management. 

2. Objective of the Study 

The major objective of the study is to analyse the diverse frameworks that are being used in the 

machine language for the treatment of Heart disease.  

 

3. Methodologies of Machine Learning used in Heart Disease Diagnosis 

This section delves into various models and methods associated with different machine learning 

frameworks. The latest state-of-the-art techniques and methodologies are discussed and 

compared across all ML frameworks. Prior to delving into specific technique details, a general 

definition of machine learning is presented. Machine learning can be broadly categorized into 
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four categories: supervised, unsupervised, reinforcement learning, and active learning. In the 

medical domain, supervised and unsupervised machine learning have significant literature. 

The present study focuses on classification, which is a supervised machine learning approach. 

Classification is the process of constructing or learning a mapping or relation using experience 

from training data and then classifying the testing data by the same model or mapping or 

relation. Equation 1 provides a concise yet complete definition of a machine learning model that 

utilizes classification. 

Let D be a data set described by a feature set A = {A1, A2, …Am} and a sample set S = {S1, S2, 

…Sn} with m number of features and s number of samples. Let us further assume that a machine 

learning framework can be defined by a model L that predicts the class C with accurate 

prediction (Q). The prediction is evaluated by a performance measure (P) in such a way that the 

error (Err) is minimized over all training samples during the training phase and all testing 

samples during the testing phase. 

Overall, this section provides a comprehensive understanding of the different machine learning 

frameworks and how they can be utilized in the context of classification to develop accurate 

models for diagnosing heart disease. The study highlights the importance of minimizing errors 

during both the training and testing phases, and how performance measures can be used to 

evaluate the accuracy of predictions. By gaining a deeper understanding of these concepts, 

researchers can develop more efficient and effective models to improve the diagnosis and 

treatment of heart disease. 

 

3.1 Use of Recent Methodologies in ML framework 

Pre-processing is an essential step in all kinds of frameworks for diagnosing heart disease, 

although the specific functions of pre-processing may vary between frameworks.  A common 

strategy to fill missing values is to use instance mean, while normalization is often performed 

using min-max normalization as reported in a recent survey on data pre-processing for heart 

disease classification. 



International Journal of Research in Engineering and Applied Sciences(IJREAS) 

Available online at http://euroasiapub.org  

Vol. 9 Issue 6, June-2019,  
ISSN (O): 2249-3905, ISSN(P): 2349-6525 | Impact Factor: 7.196 |  

 

 

 
 International Journal of Research in Engineering & Applied Sciences 

Email:- editorijrim@gmail.com, http://www.euroasiapub.org 
An open access scholarly, online, peer-reviewed, interdisciplinary, monthly, and fully refereed journals 

42 

The next crucial step in the framework is feature selection, which accelerates the process of 

building a machine learning (ML) model, resulting in increased efficiency and accuracy. 

Principal component analysis (PCA) has been used in many recent studies of heart disease 

prediction for feature selection. A recent survey also provided a detailed overview of data pre-

processing for heart disease classification. 

The subsequent stage is classification, which is achieved using various classifiers, such as 

decision tree, Bayesian classifier, artificial neural network, and support vector machines. Zhou et 

al. (2021) used feature weight-based feature selection and classification through decision tree. 

Several methodologies, including k-means and ReliefF, are used in pre-processing. 

Karaolis et al. (2010) evaluated the risk of coronary heart disease using decision tree, and 

classification rules were extracted by identifying the most important factors in risk prediction. 

Alizadehsani et al. (2013) introduced an informative dataset for predicting heart disease, and 

sequential minimum optimization (SMO) bagging, a training algorithm of SVM, ANN, and 

Naïve Bayes algorithms, were trained and tested using 10-fold cross-validation. It was found that 

SMO bagging had the highest accuracy. 

In summary, pre-processing is a critical step in all frameworks for diagnosing heart disease, with 

specific functions that may vary between frameworks. Feature selection and classification are the 

subsequent stages, where PCA and various classifiers such as decision tree, Bayesian classifier, 

artificial neural network, and support vector machines are employed. Several methodologies are 

used in pre-processing, including k-means and Relief, while SMO bagging has been found to 

have the highest accuracy in predicting heart disease. 
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Table 1 some studies that shows on the disparity of machine learning framework A for 

heart disease 

 

3.2 Methodologies on evolving ECG 

The machine learning (ML) Framework-B involves several more steps as compared to the ML 

Framework-A. It consists of several stages such as pre-processing, segmentation, feature 

extraction, feature selection, and classification. In the current study, pre-processing and 
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segmentation have been considered together. In the case of electrocardiogram (ECG) data, the 

primary task of pre-processing is to detect and attenuate frequencies that are associated with 

artifacts. Indiscriminate and adaptive filters may sometimes distort the actual morphology of 

signals; therefore, wavelet transforms are being used as recent trends in pre-processing. High 

pass filter, low pass filter, band rejection filter, base line wander, and notch filter are some of the 

methods used in the pre-processing of ECG data in recent studies. Prior to segmentation, 

normalization and QRS complex enhancement are done. Segmentation involves transforming a 

signal into smaller segment signals so that it can be analyzed in a better way. Feature extraction 

is a crucial phase of ECG classification, and it involves extracting typical ECG features such as 

duration of P wave, PQ/PR/QT interval, QRS width, amplitudes of P/T/QRS and ST level. 

However, the most common feature used in machine learning is RR interval. The Pan-Tompkins 

algorithm is usually used to analyze R peaks, which is ultimately required for RR interval and 

QRS detection. Some recent studies have presented temporal features and morphological features 

as two major kinds of extracted features. Temporal features are based on RR intervals, while S-

transform and wavelet transform-based features are morphological features. Various methods 

such as power spectral density, Welch's method, periodogram, Fourier discrete transform, 

Hamming window, and series of logarithms of signals are used to perform feature extraction. 

Feature selection is the next stage in Framework-B, which aims to select the most relevant 

features. The selected features accelerate the classification process and improve the accuracy as 

well. In a study by Song et al. (2006), the performance of the support vector machine (SVM) 

classifier was enhanced with linear discriminant analysis (LDA) by classifying ECG signals, 

achieving a maximum accuracy of 99.88%. Genetic algorithm was used as a feature selection 

algorithm by encoding genes as 0 to reject a given feature while 1 to accept the given feature. SVM, k-

NN, probabilistic neural network, and radial basis function neural network classification are used for ECG 

signals after feature selection. In another study by Dalal and Vishwakarma (2020), the kernel extreme 

machine is optimized with genetic algorithm. Deep learning methodologies are also proving their 

competence for ECG classification nowadays. Huang et al. (2019) proposed a 2-dimensional convolution 

neural network (2-D CNN) based ECG classification system and achieved a significant 

classification accuracy of 99.00% in comparison with 1-D CNN (90.93%). Deep neural network 

has reduced the pre-processing task to a great extent. 
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3.3 Machine Learning framework-C 

Cardiovascular imaging involves multiple imaging techniques, such as X-ray (Computed 

Tomography (CT)), Echocardiography, Cardiac Computed Tomography (CCT), Cardiac 

Magnetic Resonance (CMR), Nuclear Imaging, Single Photon Emission Computed Tomography 

(SPECT), scintigraphy, and Positron Emission Tomography (PET) [76]. Automated 

cardiovascular image analysis has revolutionized the field by accelerating the diagnosis of heart 

problems. Echocardiography is an imaging technique that is commonly used due to its low cost. 

During pre-processing, the image is smoothened by filtering the noise, and unnecessary artifacts 

are removed while selecting the region containing the heart image. Next, features such as mean, 

standard deviation, entropy, and texture features are extracted, followed by image classification. 

Scintigraphy and SPECT detect perfusion defects through correlation calculation in rest and 

stress images, using color thresholding to identify perfusion. Segmentation and feature extraction 

are performed, followed by feature ranking, where features are ranked according to their 

discriminative property, and the best compact extracted feature subset is selected. Abnormal 

images indicate the presence of heart disease. Echocardiography images mainly involve chamber 

quantification, ejection fraction and strain measurement, valve images, and overall function. 

Ultrasound imaging in echocardiography can also capture the image of arteries suffering from 

atherosclerosis, which can ultimately cause coronary heart disease. Ultrasound imaging is a 

common, low-cost, and highly reliable non-invasive method in AI and ML. CMR is used to 

assess the function and cardiac volumes with better accuracy. A study by Tan et al. (2018) used 

an ANN-based fully automated short axis and long axis information to segment the left ventricle 

image, leading to the detection of CVD with improved efficacy. The performance measure used 

in the study is the Jaccard index, which measures the similarity of image objects. AI-based CCT 

methodologies are used to detect quantification of artery plaques, blood flow, and coronary 

artery calcium scoring. In a study, AdaBoost outperformed Naïve Bayes and Random Forest in 

terms of accuracy, sensitivity, specificity, and ROC curve to build an ML model to detect 

obstructive coronary artery stenoses. PET and SPECT use common methodologies to detect 

cardiovascular abnormalities using cardiovascular imaging. A recent study used stress and rest 

images of 192 patients to create a heart image dataset for public use like UCI. A knowledge-
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based classification model and a deep learning-based model were used to detect perfusion 

abnormalities with SPECT imaging. The sensitivity observed was 100% in both models, while 

accuracy was higher in the deep learning model. However, shallow features outperformed deep 

features, which were created by SVM. In summary, the study achieved better accuracy with the 

combination of classical ML models and deep learning models. While it is beyond the scope of 

this paper to provide a detailed discussion of all cardiovascular image classification methods, 

recent studies are summarized in Table 2 for cardiovascular image and heart disease prediction. 

The table includes the reference number of research papers, techniques used for classification, 

type of imaging, accuracy, sensitivity, specificity, and other performance measures such as p-

value, AUC, model building time, and Jaccard index. The results are considered statistically 

significant if the p-value is less than or equal to 0.05, and classification is considered better if the 

AUC value is near 1 and poor if it is below 0.5. 

Table 2 Recent studies on the methodologies 

 

4. DISCUSSIONS 

Recent studies highlight the significant contribution of machine learning in automating the 

diagnosis of heart disease. Three types of data - clinical and physiological parameters, signals, 

and images - can be used to build ML models. Framework-A has simpler pre-processing and 

works efficiently with physiological and clinical parameters and ECG signals using classifiers 
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like ANN, SVM, KNN, DT, and Bayesian. Framework-B and C focus on feature extraction for 

raw ECG and PCG signals. Modern studies use envelope and duration features for heart sound 

segmentation to improve heart disease prediction. SVM and ANN excel in ECG classification 

while deep neural networks are preferred for PCG and cardiovascular imaging. Although there 

are many ML techniques available, there is still room for improvement in accuracy and other 

performance measures. 

5. CONCLUSION 

This paper provides a concise yet informative overview of the different types of data used for 

heart disease prediction. The review focuses on contemporary supervised machine learning 

techniques and identifies three major workflows, namely ML Framework-A, ML Framework-B, 

and ML Framework-C. Feature selection is found to be crucial in ML Framework-A, while 

feature extraction plays a key role in ML Framework-B and C. Among the classifiers used for 

heart disease diagnosis with clinical and physiological parameters, SVM and ANN are found to 

perform better than others in ML Framework-A. For machine learning methodologies that use 

raw ECG in ML Framework-B, SVM outperforms other classifiers. In PCG classification (ML 

Framework-B), convolution neural network (CNN) based deep neural networks are found to 

work well and outperform other classifiers. ML-based heart disease prediction using 

cardiovascular imaging (ML Framework-C) is a diverse image classification problem that 

depends on the imaging techniques used. SVM, ANN, and deep learning methods work well for 

cardiovascular imaging, including echocardiography, CMR, and SPECT. Performance measures 

depend on the type, size, and features of the dataset used for building the ML model. The review 

also highlights the key observation that the hybridization of metaheuristic approaches improves 

the classification process in terms of time and accuracies when used for heart disease diagnosis. 
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