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#### Abstract

This paper's main goal is to find exact solutions to Order 1A2 Linear Fractional Differential Equations. At this time, it's critical to support the FFDM, another technique, in order to achieve this goal. Using a few Linear FDE of Order 1-2 problems will show the effectiveness of FFDM. 2016. All Rights Reserved. This study examines the existence and uniqueness of a class of nonlinear Riemann-Lowville fractional integral boundary conditions with orders 0,10 , and 1 . We focus on a recently introduced Caputo fractional derivative with order 1Q 21Q 2. The intended problem will become a fundamental condition with the help of the Green Function.
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## 1. Introduction

In comparison to classical differentiation and integration, the investigation of fragmentary separation and joining has acquired significance and prevalence among analysts. With the Hereditary Property, Fragmentary Operators Are Used To Better Illustrate The Reality Of Real-World Phenomena. For instance, Baleanu et al. [1,2], Abd-Elhameed et al. [3,4], Jarad et al. [5,6], Hafez et al. [7], and Youssri et al. [8] all address different applications and far reaching procedures of the partial analytics. [8] gives a decent outline of various partial administrators. It has been exhibited that Fractional-Order Differential Equations perform better compared to Integer-Order Differential Equations as far as portraying inherited ascribes, and Fractional Arrangers perform better compared to Integer-Order Arrangers as far as depicting genetic traits. Complex viscoelastic media, electrical spectroscopy, permeable media, cosmology, natural science, medication (irresistible infection displaying), sign and
picture handling, materials, and a lot more fields have applications. Fragmentary Calculus Is An Old Mathematical Concept From The seventeenth Century That Involves Arbitrary Order Integration And Differentiation. L'Hospital wrote to Leibnitz on September 30, 1695, inquiring about the differentiation of Order $1 / 2$. "Clear Paradox From Which Useful Consequences Will Be Drawn One Day," Leibnitz responded. Fractional Calculus Made a Significant Contribution to Pure Mathematics in the Following Centuries [21].
2. Numerical Approximations and Fractional Calculus: One of the major concepts in science is separation and inclusion. The Integer Calculus is managed by this theme (An analytics of the whole number request subordinates what's more, integrals). Number Calculus is inseparably connected to the notable fundamental propose of old-style math [23, 24]. Thus, the got consequences of entire number solicitation auxiliaries and integrals can frequently be applied to the fractional circumstance [23]. Halfway Calculus is a part of math that spotlights on the chance of accepting genuine or complex powers as solicitations.There are a few definitions for the partial subsidiary of request $>0$. The most common definitions for the subordinate of this request are Riemann-Liouville and Caputo's. The Caputo's definition, which is an adaptation of the Riemann-Liouville definition, is used for the fragmentary subsidiary since it has the advantage of managing the underlying worth issue because the underlying condition is given as far as the field factors and their full number request. This scenario is widely used in real-world situations [6]. Nonetheless, this section introduces a few key ideas, definitions, and properties of numerical approximations and fragmentary examination.

### 2.1. Numerical Differentiation and Integration

Taylor Series is ordinarily used to get numerical detachment techniques. Coming up next are a few instances of Taylor Series systems: To assess the subordinate, utilize the Backward Difference Method, Forward Difference Method, and Central Difference Method. The most well-known finite contrast recipes are those that are used to mathematically solve normal and midway differential conditions. In these cases, proper limited distinction approximations on a discredited space can be used to replace the subsidiaries. The precision of the arrangement is
determined by the number of cross section focuses, so assuming the quantity of grid centers is expanded, the game plan will be more exact. Taylor Series, on the other hand, can be used to determine some restricted contrast approximations. The noteworthy equation for $f(x)$ is:

$$
f^{m}\left(x_{0}\right)=\frac{f\left(x_{0}+2 h\right)-2 f\left(x_{0}+h\right)+f\left(x_{0}\right)}{h^{2}}+O(h)
$$

For the 3rd derivative, the central finite difference formula is known as

$$
\begin{equation*}
f^{m}\left(x_{0}\right)=\frac{-f\left(x_{0}-2 h\right)+2 f\left(x_{0}-h\right)+2 f\left(x_{0}+h\right)+f\left(x_{0}+2 h\right)}{2 h^{3}}+O\left(h^{2}\right) . \tag{1.2}
\end{equation*}
$$

Similarly, the forward limited distinction equation for the third subordinate can be expressed as

$$
f^{m}\left(x_{0}\right)=\frac{-f\left(x_{0}\right)+3 f\left(x_{0}+h\right)-3 f\left(x_{0}+2 h\right)+f\left(x_{0}+3 h\right)}{h^{3}}+O(h) .(1 \cdot 3)
$$

Furthermore, if we substitute $h$ for $h$ in Eq. (1.3), we get the regressive limited contrast articulation for the third subsidiary as

$$
\begin{equation*}
f^{m}\left(x_{0}\right)=\frac{f\left(x_{0}\right)-3 f\left(x_{0}-h\right)+3 f\left(x_{0}-2 h\right)-f\left(x_{0}-3 h\right)}{h^{3}}+O(h) \tag{1.4}
\end{equation*}
$$

There are different mathematical techniques for assessing unequivocal integrals, one of which is known as the Composite Trapezoidal Rule.[5],

Theorem: 2.1.Consider partitioning the stretch [a, b] into $n$ subintervals. [ $x k, x k+1$ ] of width $\mathrm{h}=\mathrm{b}-\mathrm{a} \mathrm{n}$ by utilizing the similarly separated hubs $\mathrm{xk}=\mathrm{a}+\mathrm{kh}$, for $\mathrm{k}=0,1, \ldots, \mathrm{n}$. For n subintervals, the Composite Trapezoidal Rule can be composed as

$$
\begin{equation*}
\mathrm{T}(f, h)=\frac{h}{2} \sum_{k=1}^{n}\left[f\left(x_{k-1}\right)+f\left(x_{k}\right)\right] \tag{1.5}
\end{equation*}
$$

Since the fundamental of $f(x)$ over $[a, b]$ is an approximation, this is an approximation.

$$
\int_{a}^{b} f(x) \cdot d x \approx T(f, h)
$$

### 2.2. Fractional Derivatives

We begin this section by listing a few documents that will be used from time to time. The supporting documentation $D$ a $f(t)$ will be provided as documentation for the divided auxiliary of a limit $\mathrm{f}(\mathrm{t})$ along the t -turn of a flighty solicitation $>0$, where the addendum a signifies the fuse's lowermost reaches. Regardless, we may decide to remove the addendum an in order to complete the paperwork. Furthermore, the definition of the fragmentary
essential can be used to characterize the partial subordinate. That's what the definition next to it says.

Definition: 2.2. Let $\alpha \in \mathrm{R}+$. For a positive number m to such an extent that $\mathrm{m}-1<\alpha \leq \mathrm{m}$, The Riemann-Lowville Fractional Derivative of a request $f(t)$ work is characterized as follows:

$$
D_{a}^{\alpha} f(t)=\frac{1}{\Gamma(m-\alpha)}\left(\frac{d}{d t}\right)^{m} \int_{a}^{t}(t-x)^{m-\alpha-1} f(x) \cdot d x \cdot(1.7)
$$

Furthermore, one note that should be made is that the most commonly used variant of D an is when $\mathrm{a}=0$, so

$$
D^{\alpha} f(t)=\frac{1}{\Gamma(m-\alpha)}\left(\frac{d}{d t}\right)^{m} \int_{0}^{t}(t-x)^{m-\alpha-1} f(x) \cdot d x
$$

M. Caputo introduced another meaning of a divided subordinate in 1967 called Caputo's Fractional Derivative, which is a variety of the Riemann-Lowville Fractional Derivative. Regardless, the documentation of the significance of Caputo's Fractional Derivative is almost indistinguishable from that of the Riemann-Lowville Fractional Derivative.

Definition: 2.3.Let $\alpha \in \mathrm{R}+$ and $\mathrm{n} \in \mathrm{N}$ with the end goal that $\mathrm{n}-1<\alpha<\mathrm{n}$, The Caputo's Fractional Derivative of Order is accordingly characterized as follows:

$$
D_{a}^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t} \frac{f^{(n)}(x)}{(t-x)^{\alpha-n+1}} \cdot d x
$$

What's more, if $\mathrm{a}=0$ in Eq. (1.8), The most generally utilized variation of Caputo's Fractional
Derivative, for example

$$
D^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \int_{0}^{t} \frac{f^{(n)}(x)}{(t-x)^{\alpha-n+1}} \cdot d x .(1.9)
$$

## 3. Approximating the Fractional Derivative of order $1<\alpha<2$ using FFDM

The Caputo definition is utilized for the partial subsidiary. In the event that 12 is valid, the Caputo's Fractional Derivative is characterized as follows:

$$
\begin{equation*}
D^{\alpha} y(t)=\frac{1}{\Gamma(2-\alpha)} \int_{0}^{t} \frac{y^{n}(x)}{(t-x)^{\alpha-1}} \cdot d x \tag{1.10}
\end{equation*}
$$

for $t \geq 0$ and $\alpha \in R+$.
On the right hand side of Eq. (1.10), we get by applying integral by parts.

$$
D^{\alpha} y(t)=\frac{1}{(2-\alpha) \Gamma(2-\alpha)}\left(y^{n}(0) t^{2-\alpha}+\int_{0}^{t}(t-x)^{2-\alpha} y^{m}(x) . d x\right)(1.11)
$$

The Composite Trapezoidal Rule can be utilized to surmise the last vital in the following way: $\int_{0}^{t}(t-x)^{2-\alpha} y^{m}(x) \cdot d x \approx \frac{h}{2}\left[t^{2-\alpha} y^{m}(0)+2 \sum_{j=1}^{n-1}\left(t-x_{j}\right)^{2-\alpha} y^{m}\left(x_{j}\right)+(t-b)^{2-\alpha} y^{m}(b)\right]$ (1.12)
with $h=(b-a) / n$ and $x j=a+j h$ for each $j=0,1, \ldots, n-1$.
Now, by inserting in, we get the following:
$D^{\alpha} \quad y(t)=\frac{1}{(2-\alpha) \Gamma(2-\alpha)}\left(y^{n}(0) t^{2-\alpha}+\frac{h}{2}\left[t^{2-\alpha} y^{m}(0)+2 \sum_{j=1}^{n-1}\left(t-x_{j}\right)^{2-\alpha} y^{m}\left(x_{j}\right)+(t-\right.\right.$ b2-aym(b). (1.13)

At specified places, y 00 and y 000 can be approximated. To approximate y $00(0)$, the forward limited distinction equation for the second request subsidiary, Eq. (2.1), is used.

$$
\begin{equation*}
y^{m}(0) \approx \frac{y(0)-2 y(h+y(2 h))}{h^{2}} \tag{1.14}
\end{equation*}
$$

for little upsides of $h$.
The forward limited distinction recipe for the third subordinate is additionally used to surmised y $000(0)$.

$$
y^{\prime \prime \prime}(0) \approx \frac{-y(0)+3 y(h)-3 y(2 h)+y(3 h)}{h^{3}}
$$

for little upsides of h.In the total term of as, the focal limited distinction equation for the third subsidiary is used to surmised y $000(\mathrm{xj})$.

$$
\begin{equation*}
y^{\prime \prime \prime}\left(x_{j}\right) \approx \frac{-y\left(x_{j}-2 h\right)+2 y\left(x_{j}-h\right)-2 y\left(x_{j}+h\right)+y\left(x_{j}+2 h\right)}{2 h^{3}} \tag{1.15}
\end{equation*}
$$

for little upsides of h and for $\mathrm{j}=0,1, \ldots, \mathrm{n}-1$. At long last, the regressive limited contrast equation for the third subsidiary can be utilized to approximate y 000 (b).

$$
y^{\prime \prime \prime}(b) \approx \frac{y(b)-3 y(b-h)+3 y(b-2 h)-y(b-3 h)}{h^{3}}
$$

for little upsides of h
By subbing above Eq.s, we get

$$
D^{\alpha} y(t) \approx \frac{1}{(2-\alpha) \Gamma(2-\alpha)}\left(A+\frac{h}{2}(B+2 C+D)\right)
$$

Where

$$
\begin{gathered}
A=\frac{y(0)-2 y(h)+y(2 h)}{h^{2}} t^{2-\alpha}, \\
B=\frac{-y(0)+3 y(h)-3 y(2 h)+y(3 h)}{h^{3}} t^{2-\alpha}, \\
\mathrm{C}=\sum_{j=1}^{n-1}\left[\frac{-y\left(x_{j}-2 h\right)+2 y\left(x_{j}-h\right)+y\left(x_{j}+2 h\right)}{2 h^{3}}\left(t-x_{j}{ }^{2-\alpha}\right)\right]
\end{gathered}
$$

And

$$
\mathrm{D}=\frac{y(b)-3 y(b-h)+3 y(b-2 h)-y(b-3 h)}{h^{3}}(t-b)^{2-\alpha}
$$

That is the very thing we see, as Eq. (1.9) shows, the assessment of $\mathrm{D}(\mathrm{y}(\mathrm{t}))$ is so dependent on the worth of $h$ that assuming the worth of $h$ is decreased, the unpleasant consequence of $D$ y (t) will be more exact. Moreover, Eq. (1.9) is the planned condition that requires a calculation to conclude the halfway auxiliary of solicitation 12 of a specific limit $y(t)$, which is self-evident. Moreover, the worth of not entirely settled by the Composite Trapezoidal Rule, is $(b-a) / \mathrm{nSo}$;

$$
n=\frac{b-a}{h}
$$

Presently, we can rough $D y(t)$ by expanding the quantity of $n$ 's, for instance, $n=10,100,1000$, 10000. It's additionally important that we utilize $\mathrm{a}=0$ and $\mathrm{b}=1$.

## 4. The Linear Fractional Differential Equations of order $1<\alpha<2$ using FFDM to show the efficiency of the FFDM, under Numerical Solutions

We'll compare the results of a pre-programmed programmed in Mathematical (Version 9.0) with the specific arrangements and other inexact arrangements obtained by different solvers and techniques for a few direct partial differential conditions of request 12 and compare them to the specific arrangements and other inexact arrangements obtained by different solvers and techniques. As previously stated, Eq. (1.9) is viewed as a supposition for $\mathrm{D} y(\mathrm{t})$; subsequently, at whatever point we track down $\mathrm{D} y(\mathrm{t})$ in any immediate halfway differential state of solicitation 12 of the sort of Eq. (1.1), we can supplant it with that gauge.
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## 5. Conclusion

Numerous researchers are attracted to the partial math due to the positive outcomes got when customary subsidiaries are supplanted with fragmentary subordinates. Therefore, concentrating on subjective properties like the presence and uniqueness of answers for differential conditions with regards to partial subsidiaries has become progressively significant. The Existence \& Uniqueness ofa particular certain Class of Boundary Value Problem In The Frame Of -Caputo Fractional Derivatives And With Boundary Conditions Expressed In Terms Of -Riemann-Lowville Fractional Integrals were discussed in this article. This Type Of Boundary Value Problem Is Brand New, and It Is A Generalization Of A Few Systems That Have Been Discussed In The Literature. As a matter of fact, a few ordinary partial administrators, like the Riemann-Lowville and Hadamard fragmentary administrators, are held inside the - Fractional Operators.

The Main Objective Of this research work Is To Find Accurate Approximate Solutions For Linear Fractional Differential Equations Of Order 1 A 2. Accordingly, we accomplish this objective by fostering another strategy known as the fragmentary limited contrast technique (FFDM). FFDM was utilized to successfully estimated the straight fragmentary differential conditions of request 1 and 2. All Concepts Were Demonstrated To Be Effective In Applying The Proposed Technique To Several Order 1 Fractional Differential Equations 2. We found that our strategy is successful in finding mathematical answers for those situations. Also, when contrasted with accurate arrangements as well as different techniques and solvers in the relevant space, the FFDM solutions show excellent approximations.
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