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INTRODUCTION- 

Parallel machines have been developed with several distinct architecture. In this section, we will 

discuss different parallel computer architecture and the nature of their convergence. 

Communication Architecture 

Parallel architecture enhances the conventional concepts of computer architecture with communication 

architecture. Computer architecture defines critical abstractions (like user-system boundary and 

hardware-software boundary) and organizational structure, whereas communication architecture 

defines the basic communication and synchronization operations. It also addresses the organizational 

structure. 

Programming model is the top layer. Applications are written in programming model. Parallel 

programming models include − 

 Shared address space 

 Message passing 

 Data parallel programming 

Shared address programming is just like using a bulletin board, where one can communicate with one 

or many individuals by posting information at a particular location, which is shared by all other 

individuals. Individual activity is coordinated by noting who is doing what task. 

Message passing is like a telephone call or letters where a specific receiver receives information from 

a specific sender. 

Data parallel programming is an organized form of cooperation. Here, several individuals perform an 

action on separate elements of a data set concurrently and share information globally. 

Shared Memory 

Shared memory multiprocessors are one of the most important classes of parallel machines. It gives 

better throughput on multiprogramming workloads and supports parallel programs. 

In this case, all the computer systems allow a processor and a set of I/O controller to access a 

collection of memory modules by some hardware interconnection. The memory capacity is increased 
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by adding memory modules and I/O capacity is increased by adding devices to I/O controller or by 

adding additional I/O controller. Processing capacity can be increased by waiting for a faster processor 

to be available or by adding more processors. 

All the resources are organized around a central memory bus. Through the bus access mechanism, any 

processor can access any physical address in the system. As all the processors are equidistant from all 

the memory locations, the access time or latency of all the processors is same on a memory location. 

This is called symmetric multiprocessor. 

Message-Passing Architecture 

Message passing architecture is also an important class of parallel machines. It provides 

communication among processors as explicit I/O operations. In this case, the communication is 

combined at the I/O level, instead of the memory system. 

In message passing architecture, user communication executed by using operating system or library 

calls that perform many lower level actions, which includes the actual communication operation. As a 

result, there is a distance between the programming model and the communication operations at the 

physical hardware level. 

Send and receive is the most common user level communication operations in message passing system. 

Send specifies a local data buffer (which is to be transmitted) and a receiving remote processor. 

Receive specifies a sending process and a local data buffer in which the transmitted data will be placed. 

In send operation, an identifier or a tag is attached to the message and the receiving operation specifies 

the matching rule like a specific tag from a specific processor or any tag from any processor. 

The combination of a send and a matching receive completes a memory-to-memory copy. Each end 

specifies its local data address and a pair wise synchronization event. 

Convergence 

Development of the hardware and software has faded the clear boundary between the shared memory 

and message passing camps. Message passing and a shared address space represents two distinct 

programming models; each gives a transparent paradigm for sharing, synchronization and 

communication. However, the basic machine structures have converged towards a common 

organization. 

Data Parallel Processing 

Another important class of parallel machine is variously called − processor arrays, data parallel 

architecture and single-instruction-multiple-data machines. The main feature of the programming 

model is that operations can be executed in parallel on each element of a large regular data structure 

(like array or matrix). 
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Data parallel programming languages are usually enforced by viewing the local address space of a 

group of processes, one per processor, forming an explicit global space. As all the processors 

communicate together and there is a global view of all the operations, so either a shared address space 

or message passing can be used. 

Fundamental Design Issues 

Development of programming model only cannot increase the efficiency of the computer nor can the 

development of hardware alone do it. However, development in computer architecture can make the 

difference in the performance of the computer. We can understand the design problem by focusing on 

how programs use a machine and which basic technologies are provided. 

In this section, we will discuss about the communication abstraction and the basic requirements of the 

programming model. 

Communication Abstraction 

Communication abstraction is the main interface between the programming model and the system 

implementation. It is like the instruction set that provides a platform so that the same program can run 

correctly on many implementations. Operations at this level must be simple. 

Communication abstraction is like a contract between the hardware and software, which allows each 

other the flexibility to improve without affecting the work. 

Programming Model Requirements 

A parallel program has one or more threads operating on data. A parallel programming model defines 

what data the threads can name, which operations can be performed on the named data, and which 

order is followed by the operations. 

To confirm that the dependencies between the programs are enforced, a parallel program must 

coordinate the activity of its threads.by completing  
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